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ABSTRACT
Currently, methane emissions account for approximately

25% of human-induced global warming, with the oil and gas sec-
tor ranking among the leading contributors. Early detection of
methane leaks in pipelines significantly reduces the greenhouse
gases emissions, aiding in the mitigation of adverse economic
and environmental consequences associated with climate change.
Computational Pipeline Monitoring (CPM) systems, tailored for
leak detection, provide continuous pipeline monitoring and of-
fer early identification of leaks while minimizing false alarms.
This study harnesses advancements in tracking and estimation
methodologies and integrates them with physics-based models to
address the intricacies of modeling gas pipelines and introduces
a real-time transient model (RTTM) used for leak detection of
natural gas pipelines.
Keywords: Real time transient modeling, Pipeline leak
detection, Bayesian filtering, Natural gas transportation,
Methane emissions reduction

NOMENCLATURE
𝜌 Density [kg m−3]
𝑣 Velocity [m s−1]
𝐷 Pipe diameter [m]
𝑃 Pressure [Pa]
𝑓 friction factor
𝑔 Gravitational acceleration [m s−2]
𝑢 Specific internal energy[J kg−1]
ℎ Specific enthalpy[J kg−1]
𝑇 Temperature [K]
𝑞 Specific heat flow rate [J kg−1 s−1]
𝑥 Distance along the pipe [m]
𝑡 Time [s]
𝛼 Pipe inclination angle
𝑅 Universal gas constant [J mol−1 K−1]
𝑘 Thermal conductivity [W m−1 K−1]

†Joint first authors
∗Corresponding author: hamed@vanmok.com

𝛼 Thermal diffusivity [m2 s−1]
𝜇 dynamic viscosity [Pa.s]
𝜈 Kinematic viscosity [m2 s−1]
𝑐𝑝 specific heat at constant pressure [ [J kg−1 K−1]
𝑐𝑣 specific heat at constant volume [ [J kg−1 K−1]

1. INTRODUCTION
Addressing methane emissions emerges as an important part

of global efforts to mitigate climate change. Over a span of a
century, methane is estimated to have a global warming potential
(GWP) around 28-36 times greater than that of carbon dioxide.
This means that, molecule for molecule, methane heat-trapping
effect far exceeds carbon dioxide.

The regulations and policies are in place to reduce methane
emissions from the oil and gas sector to mitigate the negative eco-
nomic and environmental impacts of climate change. Methane
emissions from pipeline refers to the unintentional release of
methane, the principal component of natural gas. Such leaks can
occur for various reasons, including equipment failure, corrosion,
construction defects, or inadequate maintenance.

A study, published in the Proceedings of the National
Academy of Sciences, monitored methane emissions in the
Boston area for 8 years, starting from 2012 to 2020. It is found
that an average of 49,000 tons of methane leaked into the air each
year. That accounts to an estimated 2.5% of all gas delivered to
the metro area and is equivalent to the carbon dioxide emissions
from roughly a quarter-million cars operating for a year.

The emissions from ruptures in high-pressure gas pipelines
are substantial. According to The United Nations Environment
Program (UNEP), it is estimated that between 75000 to 230,000
tons of methane leaked during the incident on the Nord Stream
natural gas pipelines in September 2022. This is equivalent to 2.1
to 6.44 million tons of𝐶𝑂2. An effective leak detection algorithm
can minimize the adverse impacts of the methane leakage if an
incident occurs.

Pipelines carrying methane are present at different stages of
oil and gas industry. The gathering pipelines collect petroleum
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FIGURE 1: COMPRESSIBILITY FACTOR FOR DIFFERENT TEMPER-
ATURE AND PRESSURES

emulsions and raw natural gas from extraction wells within a pro-
duction field and transport it to processing facilities. Gathering
pipelines typically have small-medium diameter and operate at
low-medium pressures.

Transmission pipelines transport processed natural gas over
long distances, often across state or national borders and even
extending offshore. These pipelines operate at higher pressures
to facilitate the efficient movement of high volumes of products
over vast distances.

Distribution pipelines deliver natural gas from transmission
lines to end-users, such as residential, commercial, and indus-
trial customers. Distribution pipelines operate at relatively low
pressures and are typically found in urban and suburban areas.

Efforts to minimize methane pipeline leakage are crucial not
only for environmental reasons but also for ensuring the safety and
integrity of the natural gas infrastructure. Regulatory authorities
and industry stakeholders work together to establish and enforce
standards aimed at preventing and addressing pipeline leaks.

Computational Pipeline Monitoring (CPM)-based leak de-
tection systems using real-time transient model (RTTM) of the
pipeline, widely adopted for liquid pipelines [1–3]. Despite chal-
lenges in applying CPM to gas pipelines due to inherent complex-
ities, recent developments offer promising solutions. Significant
advances in data collection, data-driven methodologies and tech-
nology over the past few years have greatly increased our ability
to detect and quantify methane releases due to leaks in pipelines.

Availability of reliable and cost-effective CPM-based leak
detection systems are imperative as they offer several benefits in-
cluding continuous pipeline monitoring and early identification
of leaks while minimizing false alarms. This paper provides
insights into the state-of-the-art approaches for methane leak de-
tection in natural gas pipelines using real-time transient modeling
of the pipeline.

The following section offers an insight into the modeling ap-
proach adopted to simulate the dynamics of natural gas pipelines,
underscoring the imperative of integrating an equation of state
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for real-time computation of fluid density in natural gas systems.
Section 3 describes the integration of the state estimators

into the model to advance the predictions amidst uncertainties
and limited measurements. Section 4 delves into the feasibility
and constraints associated with deploying a real-time transient
model (RTTM)-based leak detection system employing particle
filters.

The results and discussion section presents the findings of the
case studies for the purpose of model validation and illustrating
the improvements facilitated by the application of particle filters.
Finally, the paper is concluded.

2. MODELING OF NATURAL GAS PIPELINES
The pipeline model solves a system of partial differential

equations (PDEs) include the conservation laws of mass, mo-
mentum and energy [4].

Starting with the three conservation laws— continuity, mo-
mentum, and energy—, the numerical solution for hyperbolic
partial differential equations (PDEs) can be achieved as described
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FIGURE 5: REDUCED DENSITY VS Pr AT Tcr (DOTS) AND THE
FITTED CURVE (SOLID LINE).

in [5, 6].
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= 𝜌𝑞 − 𝜌𝑣𝑔𝑠𝑖𝑛𝛼 (3)

2.1 Equation of State
To effectively detect leaks in pipelines with compressible

flow, it’s essential to calculate density in real-time. This requires
integrating an auxiliary equation of state into the model to es-
tablish density as a function of pressure and temperature. For
natural gas, the density can be described by 𝑃 = 𝑍𝜌𝑅𝑇 , in which
𝑍 is the compressibility factor and can be obtained from available
equation of states (EOS).

Figure 1 illustrates the compressibility factor of methane
derived from the Setzmann and Wagner equation of state [7].
It’s evident from the graph that deviations from the ideal gas law
are most when pressures and temperatures surpass the critical
point and real gas effects must be considered. This is the case for
transmission pipelines where the line operates above the critical
point of -82.6°C and 4.6 MPa.

As we discussed in [5] and [6], to achieve the best accu-
racy and minimize the computational effort from an equation of
state, the best approach especially for the dense phase fluid in the
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pipeline is the correctional correlations, which are derived from
thermal properties of matter and shaped into thermodynamics
functional. This functional becomes an auxiliary equation like
a constitutive equation. The same approach is applied for this
study.

2.2 Thermodynamic phases
In the natural gas pipeline, thermodynamic phases refer to

the different states of matter that the gas can exist in under varying
operating pressures and temperatures. Figure 2 shows the phase
diagram for methane as the main component of natural gas. The
critical point of methane is at -82.6°C and 4.6 MPa. If the
pipeline operates below the critical pressure, and assuming that
the operating temperature of the pipeline is above the critical
temperature, then methane is in its gaseous phase. This scenario
is typical for gathering and distribution pipelines.

In contrast, the transmission pipelines operate at elevated
pressures, transporting methane in its supercritical state. Su-
percritical fluids exhibit densities akin to liquids and viscosities
similar to gases. Modeling gas flow in the supercritical region
demands additional considerations, as detailed subsequently.

Figure 3 is a T-S diagram, illustrating the changes in temper-
ature and entropy of methane. The saturation curve, depicted as
the black line, represents the boundary between the liquid phase
and the vapor phase at equilibrium. It delineates the conditions
under which the substance can exist simultaneously as both a liq-
uid and a vapor. Isobaric lines, denoting different pressures, are
also depicted in blue. The dashed black lines are quality lines
representing the gas farction of the liquid-gas phase.
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TABLE 1: PARAMETERS FOR THE REDUCED DENSITY CORRELA-
TION

𝑥 𝑦 𝑅2 𝑎 𝑏 𝑐 𝑑 𝑘

𝑇𝑟 𝜌𝑟 0.99 4.28 -3.64 0.91 1.84 -493.3
𝑃𝑟 𝜌𝑟 1.00 -1.51 2.19 0.59 0.88 519.8

TABLE 2: PARAMETERS FOR THE HEAT CAPACITY RATIO COR-
RELATION

𝑥 𝑦 𝑅2 𝛾𝑚𝑎𝑥 𝑎 𝑏 𝑐

𝑇𝑟 𝛾 0.99 24.54 0.09 1.43 0.7
𝑃𝑟 𝛾 0.99 77.55 0.34 2.37 0.74

2.3 Supercritical Region
A discontinuity in tabulated thermodynamic properties oc-

curs as the fluid passes through the critical point. In this study,
regularization techniques are employed to establish correlations
that allow for the continuous determination of fluid properties
throughout the transition across the critical point and into the
supercritical region. These correlations enable the calculation
of properties at critical pressure as a function of reduced tem-
perature (𝑇𝑟 ) and at critical temperature as a function of reduced
pressure (𝑃𝑟 ).

These relationships encompass various substances beyond
methane, including ethane, propane, butane, and CO2 [5]. Aug-
mented with conservation equations of mass, momentum, and
energy, these correlations form a comprehensive model for dense
phase transportation in pipelines.

Equations 4 and 5 denote the correlations for the reduced
density and heat capacity ratio of methane, respectively. The
parameters for these equations are provided in Table 1 and 2.

𝜌𝑟 = 𝑎 + 𝑏𝑥 + 𝑐

1 + 𝑑𝑒−𝑘 (𝑥−1) (4)

𝛾 = 𝑏 + | 𝑎

𝑥 − 1
|𝑐 (5)

Figures 4 and 5 depict the reduced density as a function of
𝑇𝑟 and 𝑃𝑟 , respectively. The heat capacity correlation for 𝑇𝑟 and
𝑃𝑟 as independent variables are presented in figures 6 and 7.

2.4 Model Verification
Initial verification of the model is performed using existing

experimental data from the literature. The isothermal conditions
with a constant temperature along the pipe is assumed for the
following cases. After discussing the possible advancement in
the model in the following sections, the final validation of the
advanced model’s performance, using data from an industrial
pipeline will be presented in the results and discussions section.
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2.4.1 Case Study 1. The proposed model was used to sim-
ulate a pipeline under identical setup and boundary conditions as
those employed by Chaczykowski [8]. While Chaczykowski’s
boundary conditions were arbitrarily chosen, they accurately re-
flect common flow conditions observed in natural gas transmis-
sion pipelines.

The pipeline is 363 𝑘𝑚 long with diameter of 1383.6𝑚𝑚 and
wall thickness of 19.22 𝑚𝑚. The pipe roughness is considered to
be 0.0015 𝑚𝑚.

The molar composition of the gas is𝐶𝐻4 (98.3455%), 𝐶2𝐻6
(0.6104%), 𝐶3𝐻8 (0.1572%), 𝑖 − 𝐶4𝐻10 (0.0299%), 𝑛 − 𝐶4𝐻10
(0.0253%), 𝑖 − 𝐶5𝐻12 (0.0055%),𝑛 − 𝐶5𝐻12 (0.0040%), 𝑁2
(0.0303%) and 𝐶𝑂2 (0.7918%). The density of the mixture
is 𝜌𝑛 = 0.7347 𝑘𝑔/𝑚3 at normal temperature and pressure.

The pipeline is buried at the depth of 1.5 m and the ground
temperature is 3.1 °C. Soil thermal conductivity and density are
𝑘 = 1.0𝑊/𝑚.𝐾 and 𝜌 = 1640𝑘𝑔/𝑚3 respectively. The pipe
material is steel with the following properties: 𝑘 = 45.3𝑊/𝑚.𝐾 ,
𝜌 = 7830𝑘𝑔/𝑚3 and 𝑐𝑝 = 500𝐽/𝑘𝑔.𝐾 . The pipe has an internal
and external coating with know properties reported in [8].

The pipeline inlet pressure and temperature are assumed to
be at 8.4 𝑀𝑃𝑎 and 296.65 𝐾 . The boundary condition for the
outlet flow rate at normal pressure and temperature is presented
in figure 8, as was applied in [8]. The pressure at the outlet
and the flow rate at the inlet were calculated using the proposed
model in this study and compared with the results from [8].

Figure 9 shows the normal flow rate at the inlet . Figure 10
shows the pressure at the outlet. The blue lines are the calculation
from our model compared to the results from [8] depicted by
black dots.

2.4.2 Case Study 2. The operating pressure for the first
case study was above the critical pressure of methane and the
fluid was transported in its supercritical state. In this case study
we selected a pipeline with operating pressure below the critical
point which means that methane is in gaseous phase. The pipeline
has the length of 80 miles and diameter of 18 inches carrying 1500
MSCFH of natural gas. This pipeline was used by the London

4 Copyright © 2024 by ASME



0 50 100 150 200

Time (hours)

1.9

2

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

Q
n
(0

,t
) 

(m
3

/h
)

106 Flowrate (m3/h) at x=0

FIGURE 9: COMPARISON OF THE CALCULATED INLET FLOW
RATE (SOLID BLUE LINE) WITH CHACZYKOWSKI [8] (BLACK
DOTS)

0 50 100 150 200

Time (hours)

6

6.5

7

7.5

P
(L

,t
) 

(M
P

a
)

Pressure at x=L (MPA)

FIGURE 10: COMPARISON OF THE CALCULATED OUTLET PRES-
SURE (SOLID BLUE LINE) WITH CHACZYKOWSKI [8] (BLACK
DOTS)

research service (LRS) for demonstration and was discussed in
[9]. The pipeline is in a steady state at the beginning of the
simulation before the flow rate was increased by 50% and stayed
the same for the rest of the simulation time. The inlet pressure
kept constant at 350 psig ( 2.5 MPa). The calculated outlet
pressure is drawn in figure 11. The pressure dropped to a new
steady state value as the result of the increased flow rate, which
is in agreement with the results from [9].

3. ADVANCING MODEL PREDICTIONS THROUGH STATE
ESTIMATORS

Models often developed based on some assumptions and
their ability to accurately capture different aspects of the sys-
tem dynamics depends on validity of those assumptions. The
uncertainties in the model parameters and inherent noise in the
measurements, affect the model predictions even for the most
comprehensive models.

In this section we investigate the integration of advanced

0 50 100 150 200 250 300

Time (min)

240

250

260

270

280

290

300

310

O
u

tl
e

t 
P

re
s
s
u

re
 (

p
s
ig

)

FIGURE 11: THE CALCULATED OUTLET PRESSURE FOR CASE
STUDY 2.

state estimation techniques into the model to improve its pre-
dicting ability despite the complexities and uncertainties due to
unknowns and noises.

To better explain the components of the state estimation al-
gorithm, we use the state space representation of the model. In a
state-space model, the dynamics of a system are represented by
a set of state equations ( 𝑓 ) and observation equations (ℎ). The
state-space model can be represented in matrix form as follows:

𝑥𝑡+1 = 𝑓 (𝑥𝑡 , 𝑢𝑡 , 𝜖𝑡 )
𝑧𝑡 = ℎ(𝑥𝑡 , 𝛿𝑡 )

(6)

Where 𝑥𝑡 is the state vector, 𝑢𝑡 is the control input vector, 𝜖𝑡 is
the process noise vector, 𝑧𝑡 is the measurement vector, and 𝛿𝑡 is
the measurement noise vector.

Figure 12 represents the block diagram of state estimator
coupled with the model to enhance the predictions and benefits
the leak detection system. The key components typically found
in such a diagram are as follows:

• State vector (𝑥𝑡 ) consists of the values of pressure (𝑃), velocity
(𝑣), temperature (𝑇), and density (𝜌) at each computational
node along the pipe at time 𝑡.

• Input vector (𝑢𝑡 ) involves the available boundary conditions at
the inlet and outlet of the pipeline.

• Measurements vector (𝑧𝑡 ) contains the observed measurements
of the pipeline obtained from sensors or other measurement
devices. These measurements provide information about the
pipeline’s behavior but may be subject to noise, errors, or lim-
itations. The measurement vector serves as the primary input
to the state estimator and is used to update the estimate of the
system’s state.

• Process noise (𝜖𝑡 ) originates from inherent randomness or dis-
turbances in the system dynamics that are not accounted for in
the model. These disturbances could stem from external factors
such as environmental variability, unmodeled interactions, or
stochastic processes influencing the system’s behavior.

5 Copyright © 2024 by ASME



FIGURE 12: STATE ESTIMATOR BLOCK DIAGRAM.

• Measurement noise (𝛿𝑡 ) is present due to sensor inaccura-
cies, environmental interferences or communication errors in
SCADA systems.

• Model represents the mathematical description of the pipeline
including the conservation laws of mass, momentum and en-
ergy along with the equation of state. The model predicts the
state vector at the next time-step (𝑥𝑡+1) and the current mea-
surement vector (𝑧𝑡 ).

• State estimator is the core component of the block diagram
responsible for estimating the system’s state based on available
measurements and the system model. It employs estimation al-
gorithms, to recursively update the state estimate over time. The
state estimator combines information from the system model
and measurements to minimize the discrepancy between pre-
dicted and observed states, providing an optimal estimate of the
true system state even in presence of uncertainties associated
with the model parameters and measurements.

• Estimated state (�̂�𝑡+1) is the output of the state estimator, repre-
senting the estimated state of the system based on the available
measurements and the system model. It provides an approx-
imation of the true system state and is used for monitoring,
control, decision-making including leak detection.

• Residuals are the differences between predicted measurements
based on the state estimate (𝑧𝑡 )), and the actual observed mea-
surements from sensors. Residuals are used for diagnostic
purposes, detect abnormalities or faults in the system such as
leak.

When it comes to the selection of estimation algorithm for
the pipeline model, the ability of the algorithm to address the
nonlinearity of the model plays important role in the successful
implementation of the estimator.

Particle filters are a type of Bayesian filtering and a powerful
state estimation algorithm to deal with variety of the uncertain-
ties. Comparing to the traditional state estimators like the Kalman
filter, particle filters, can handle non-linear and non-Gaussian sys-
tems, making them applicable in wide range of real-world prob-
lems. Particle filters are non-parametric and they don’t assume

any particular shape for the distribution of the state variables.
Instead, they represent the distribution using a collection of dis-
crete samples called particles. This gives us the opportunity to
consider the nature of the variable when choosing the probability
distribution.

These particles are akin to hypothetical scenarios of the sys-
tem’s state variables. They’re generated based on the available
information about the system’s dynamics and the measurements
received from sensors. Each particle represents a possible state
variable of the system. The more particles there are, the more
finely the state space is represented.

The heart of particle filters lies in Monte Carlo sampling
techniques. At each time step, particles are initially generated
from a prior distribution, typically based on the known dynamics
of the system. These particles are then propagated forward in
time according to the system’s dynamics model.

When new measurements become available, each particle’s
likelihood given the measurements is evaluated. This reflects
how well each particle agrees with the observed data. Particles
that are consistent with the measurements are assigned higher
weights, while those that are not are given lower weights.

To prevent the filter from becoming dominated by a few par-
ticles, a re-sampling step is performed. In re-sampling, particles
with higher weights are more likely to be replicated, while those
with lower weights are discarded. This process ensures that par-
ticles are distributed more evenly according to their likelihoods.

By combining information from multiple particles, each rep-
resenting a potential state of the system, particle filters provide
an estimate of the system’s true state along with an associated
uncertainty. This estimate is updated continuously as new mea-
surements arrive, making particle filters suitable for real-time
applications where the state of the system needs to be tracked
over time despite uncertainties in the system’s behavior and the
measurements obtained from sensors.

By representing the state-space model in probabilistic form,
we can explicitly account for uncertainties and model stochastic
processes, which is essential for probabilistic filtering algorithms
such as the particle filter. The state-space model in probabilistic
form involves specifying both the state and observation equations
in terms of their conditional probability distributions:

𝑝(𝑥𝑡+1 |𝑥𝑡 , 𝑢𝑡 ) = N(𝑥𝑡+1; 𝑓 (𝑥𝑡 , 𝑢𝑡 ), 𝑄𝑡 )
𝑝(𝑧𝑡 |𝑥𝑡 ) = N(𝑧𝑡 ; ℎ(𝑥𝑡 ), 𝑅𝑡 )

(7)

where Ndenotes the normal distribution, 𝑓 is the state function,
𝑄𝑡 is the process noise covariance matrix, ℎ is the measurement
function, and 𝑅𝑡 is the measurement noise covariance matrix.

The following algorithm outlines the steps involved in state
estimation using a particle filter. More details can be found in
[10–12].

1. Initialization:

• Initialize Particles: Generate an initial set of particles rep-
resenting the possible states of the system. Each particle
𝑥
(𝑖)
𝑡 includes the state variables of interest at time 𝑡 and

their associated weights 𝑤
(𝑖)
𝑡 . This is typically done by

sampling from the prior distribution.
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2. Prediction Step:

• Propagate Particles: For each particle 𝑥 (𝑖)𝑡 , predict the
next state of the system 𝑥

(𝑖)
𝑡+1 based on the system dynamics

model 𝑓 . This can be expressed as 8:

𝑥
(𝑖)
𝑡+1 = 𝑓 (𝑥 (𝑖)𝑡 , 𝑢𝑡 ) + 𝜖 (𝑖)𝑡 (8)

where 𝑢𝑡 represents any input applied at time 𝑡 and 𝜖 (𝑖)𝑡 is
the process noise associated with the transition.

3. Update Step:

• Measurement Likelihood Calculation: For each particle
𝑥
(𝑖)
𝑡+1, calculate the likelihood 𝑝(𝑧𝑡+1 |𝑥 (𝑖)𝑡+1) of the observed

measurements 𝑧𝑡+1 given the predicted state. This is com-
puted using the measurement model ℎ, which relates the
state to the measurements:

𝑝(𝑧𝑡+1 |𝑥 (𝑖)𝑡+1) = N(𝑧𝑡+1; ℎ(𝑥 (𝑖)
𝑡+1), 𝑅𝑡+1)

=
1√︁

(2𝜋)𝑘 |𝑅𝑡+1 |

exp
(︃
−1

2
(𝑧𝑡+1 − ℎ(𝑥 (𝑖)𝑡+1))

𝑇𝑅−1
𝑡+1 (𝑧𝑡+1 − ℎ(𝑥 (𝑖)𝑡+1))

)︃
(9)

where N denotes the normal distribution, ℎ is the mea-
surement function, and 𝑅𝑡+1 is the measurement noise
covariance matrix.

• Particle Weighting: Compute the weight 𝑤
(𝑖)
𝑡+ for each

particle based on its likelihood given the observed mea-
surements:

𝑤
(𝑖)
𝑡+1 =

𝑝(𝑧𝑡+1 |𝑥 (𝑖)𝑡+1)∑︁𝑁
𝑗=1 𝑝(𝑧𝑡+1 |𝑥 ( 𝑗 )𝑡+1)

(10)

where 𝑁 is the total number of particles.

4. Estimation Step:

• State Estimate Calculation: Estimate the state of the sys-
tem 𝑥

(𝑖)
𝑡+1 based on the weighted average of the particles:

�̂�𝑡+1 =

𝑁∑︂
𝑖=1

𝑤
(𝑖)
𝑡+1 · 𝑥

(𝑖)
𝑡+1 (11)

• Uncertainty Estimation: Estimate the uncertainty associ-
ated with the state estimate using the weighted covariance
matrix:

�̂�𝑡+1 =

𝑁∑︂
𝑖=1

𝑤
(𝑖)
𝑡+1 · (𝑥

(𝑖)
𝑡+1 − �̂�𝑡+1) · (𝑥 (𝑖)𝑡+1 − �̂�𝑡+1)𝑇 (12)

5. Iteration:

• Repeat Prediction, Update, and Estimation Steps: Re-
peat the prediction, update, and estimation steps for each
time step, continuously updating the state estimate as new
measurements become available.
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FIGURE 13: BOUNDARY CONDITIONS - OUTLET PRESSURE AT
THE TOP AND INLET MASS FLOW RATE AT THE BOTTOM

4. RTTM-BASED LEAK DETECTION FOR NATURAL GAS
PIPELINES USING THE ADVANCED MODEL

The widespread use of leak detection systems with short
response time can significantly reduce the emissions in the event
of a leak either small or a rupture.

Alberta Energy Regulator (AER) regulates over 440,000 km
of pipeline in Alberta. This includes 251,000 km of natural gas
and 24,000 km of sour natural gas pipelines with methane as the
main component. According to AER, in 2022 the number of leak
and rupture incidents in natural gas and sour natural gas pipelines
are 90 resulted in an incident rate of 0.33 per 1000 km of pipeline.

Availability of reliable and cost-effective leak detection tech-
nologies encourage widespread adoption and let the regulators to
issue new regulations and standards toward achieving net-zero.

The success of RTTM-based leak detection systems depends
on the availability and quality of measurements along the pipeline
and the knowledge of model parameters over time. The follow-
ing sections explains the practicality and the limitations of the
implementation of a RTTM-based leak detection using the ad-
vanced model presented in section 3, for natural gas pipelines
under realistic conditions.

4.1 Instrumentation Availability
Having a well-instrumented pipeline or full-state measure-

ments with sensors placed strategically at various locations, in-
cluding pressure, flow rate, temperature, and density (a.k.a. the
states of the system), provides a more complete picture of the
pipeline’s condition and enhances the system’s ability to detect
abnormalities indicative of leaks.

While having a well-instrumented pipeline with full mea-
sured states is ideal for RTTM-based leak detection systems,
equipping pipelines with all necessary sensors for comprehensive
monitoring poses several challenges, including high costs, logis-
tical complexities, regulatory hurdles, and environmental consid-
erations. Additionally, maintaining reliable power and communi-
cation infrastructure in remote areas and managing vast amounts

7 Copyright © 2024 by ASME
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FIGURE 14: OUTET MASS FLOWRATE PREDICTED BY THE
MODEL, BLACK DOTS AND SOLID BLUE LINE ARE MEASURE-
MENTS AND MODEL CALCULATIONS, RESPECTIVELY.

of data generated by numerous sensors add further complexity.
It’s not uncommon for natural gas pipelines to be inade-

quately instrumented, at which point leak detection systems can
leverage advanced models employing estimators to compensate
for the absence of certain measurements.

The minimal prerequisite for implementing RTTM-based
leak detection using the proposed model is access to measure-
ments of at least one variable (state) at the boundaries of the
detection segment. Pressure readings are the most commonly
available measurements. Leveraging pressure data at the bound-
aries enables the model to compute all other latent variables,
including flow rates and pressures at internal nodes along the
pipe length.

RTTM-based leak detection systems rely on comparing the
observed states of the pipeline with the expected behavior pre-
dicted by the mathematical model. Hence, in addition to pres-
sure readings at the boundaries, another known state is required,
which could be obtained from intermediate pressure or tempera-
ture transmitters installed non-intrusively on any exposed sections
of the pipeline.

4.2 Parameter Estimation
The parameters of the pipeline model, such as pipe rough-

ness or fluid viscosity, may not be precisely known and could
vary over time. Particle filters can handle model parameter un-
certainty by treating these parameters as latent variables to be
estimated alongside the state variables. This allows for robust es-
timation of pipeline conditions even in the presence of parameter
uncertainties.

Below are some sources of uncertainty that state estimators
adeptly handle, which could otherwise impede model predictions:

• Pipe specifications like roughness and elevation profile;

• Fluid properties such as viscosity, speed of sound, and gas
composition;
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FIGURE 15: INLET PRESSURE PREDICTED BY THE MODEL,
BLACK DOTS AND SOLID BLUE LINE ARE MEASUREMENTS AND
MODEL CALCULATIONS, RESPECTIVELY.

• Environmental factors including soil thermal conductivity,
ground depth, and ambient or soil temperatures.

Given that different parameters within the system may have
distinct characteristics and uncertainties, opting for different
probability density functions (PDFs) for various parameters could
enhance the performance and efficiency of the filter, and better
capture their individual behaviors and uncertainties.

5. RESULTS AND DISCUSSIONS
In this section the performance of the model presented in

section 2 is validated using data from an industrial pipeline. The
results are compared to the performance of the model after the
integration of the particle filter as explained in section 3 to show
the enhancements in the predictions after using an estimator.

The pipeline used for the validation of the model is a 650
km offshore natural gas transmission pipeline operated by Gass-
cos with inner diameter of 1.016 m. The measurement data for
this pipeline has been taken from Helgaker Ph.D. thesis and is
available in [13].

The pipeline is buried approximately 1.5 m under the ground
for the first and last 25 km and it is at the bottom of the sea for the
rest of its path. The molar composition of the gas as sampled is
𝐶𝐻4 (89.16%),𝐶2𝐻6 (7.35%),𝐶3𝐻8 (0.51%), 𝑖−𝐶4𝐻10 (0.03%),
𝑛−𝐶4𝐻10 (0.03%), 𝑖 −𝐶5𝐻12 (0.001%),𝑛−𝐶5𝐻12 (0.002%), 𝑁2
(0.70%) and 𝐶𝑂2 (2.22%).

The inlet mass flow rate and the outlet pressure are set as
boundary conditions for our model and presented in figure 13.
The selected boundary conditions are typical transient operating
condition for natural gas pipelines. Simulations were run and the
available measurements for the inlet pressure and the outlet mass
flow rate for four days period were used to verify the calculations
of the model.

The calculated inlet pressure and outlet mass flow were
shown in figures 14 and 15. The black dots are the measure-
ments as presented in [13].
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FIGURE 16: OUTLET MASS FLOW RATE ESTIMATED BY THE FIL-
TER, BLACK DOTS AND SOLID BLUE LINE ARE MEASUREMENTS
AND FILTER ESTIMATION, RESPECTIVELY.

The RTTM-based leak detection system can benefit from the
advancement in state estimation techniques to compensate for
the measurement noise and deal with uncertainties in the model
parameters.

The designed particle filter has been customized and applied
for the pipeline discussed in section 5. The filter estimations for
the inlet pressure and outlet mass flow over time are shown in
figures 16 and 17.

These plots illustrate how the particle filter tracks changes
in the system states and provide insights into the accuracy and
performance of the particle filter in capturing the system behavior.

The normalized root squared error (RSE) between the mea-
surements and the model calculations is used to represent how
well the results from the model follow the measured values. This
provides a quantitative metrics to evaluate the accuracy of the
predictions.

The normalized root squared error (RSE) between the mea-
surements and the model calculations are presented in figure 18
for the inlet pressure at the top and the outlet mass flow rate at
the bottom. Similarly, the normalized root squared error (RSE)
between the measurements and the filter estimation are presented
in figure 19.

As shown in figure 20, comparing to RSE from the model
calculations, the error in the calculated inlet pressure using the
particle filter has been significantly reduced and the residuals
were minimized to help the leak detection system preventing
false alarms. The error in the calculated outlet mass flow rates is
almost the same.

The designed particle filter accounts for uncertainties in sys-
tem parameters, data collection, and model calculations, allowing
the model to adapt and make more accurate predictions or esti-
mations in real-time scenarios.

The discrepancies observed in the measured and calculated
values will be flagged as a possible leak event when it exceeds a
certain threshold. The final decision to alarm can be made using
a classification framework. The more accurate and robust pre-
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FIGURE 17: INLET PRESSURE ESTIMATED BY THE FILTER,
BLACK DOTS AND SOLID BLUE LINE ARE MEASUREMENTS AND
FILTER ESTIMATION, RESPECTIVELY.

dictions of the pipeline model through the particle filter enhance
the ability to identify leaks of varying sizes in a short time-frame
while minimizing the occurrence of false alarms.

6. CONCLUSION

The development and implementation of an RTTM-based
leak detection system using a particle filter as the state estimator
for pipelines transporting natural gas offer significant advantages
in detecting leaks promptly and accurately. This timely detection
facilitates proactive measures to mitigate the impact of leaks and
prevent further escalation of incidents.

The particle filter is a Bayesian filtering technology based on
Monte Carlo simulation. In essence, the integration of a particle
filter into the model of the pipeline developed using the governing
equations of the fluid dynamics, offers a hybrid model of the
pipeline benefiting from both knowledge-based and data-driven
approaches.

Through the utilization of particle filters, which are adept
at handling nonlinear and non-Gaussian system dynamics, the
proposed system can effectively estimate the state of the pipeline
system and identify potential leak occurrences.

The particle filter framework allows the leak detection sys-
tem to adapt to varying pipeline conditions and environmental
factors. The proposed algorithm not only is successful in accu-
rate prediction of the states but also capable of estimating the
model parameters. The individual behaviors and uncertainties
of different model parameters is better captured through utilizing
customized probability density functions.

The results demonstrate the proposed model’s efficacy in
enhancing the accuracy and sensitivity of leak detection. The
RTTM-based leak detection system employing particle filters rep-
resents a promising approach for reducing methane emissions and
promoting sustainable pipeline management.
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