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ABSTRACT

A clear understanding of flow characteristics of CO, pipelines
under various operating conditions, including leaks, provides
valuable insights for effective monitoring and design of
reliable leak detection systems. In this paper, we address
the challenges of real-time transient modeling of CO,
pipelines. The proposed modeling framework integrates the
compressible flow dynamics and phase transitions to study
the complex phenomenon of CO, release. The approach and
findings of this paper contribute to enhancing leak detection
in pipelines and help with mitigating emissions of greenhouse
gases accordingly.

1 INTRODUCTION AND
BACKGROUND

CO, pipelines are a key component of carbon capture,
utilization, and storage (CCUS) initiatives. These pipelines
are being expanded to facilitate the transfer of captured CO,
from industrial sources to designated storage sites.

Utilizing dynamic modeling for CO, transportation
pipelines offers a robust tool for ensuring the safety and
efficiency of pipeline operations while minimizing the social
and environmental impacts in the event of a leak. A

comprehension of the flow dynamics within CO, pipelines
across diverse operational scenarios, encompassing instances
such as leaks, offers invaluable insights crucial for the
development and implementation of robust leak detection
systems, as well as for optimizing pipeline design for
enhanced reliability.

While transporting CO, in the supercritical or dense phase
is the most economically efficient practice, our paper takes
a comprehensive approach by considering CO, flow in gas,
liquid, and supercritical states. This approach allows us
to provide valuable observations and analyses to examine
pipeline behavior under different operating conditions and
during a leak.

Within this paper, we discuss the mathematical modeling
of CO, pipeline and validate the presented model using case
studies from literature. A novel approach is used for on-line
calculation of the fluid properties, ensuring the numerical
stability of the system around the critical point and throughout
the supercritical region.

Additionally, we conduct simulations to replicate the
complex phenomenon of CO, pipeline leakage. The
simulated leak predictions are cross-referenced with the
experimental results available in the literature to ensure
alignment between our predictions and performed numerical
analysis with real-world data and observations.

We demonstrate the temperature evolution and the
formation and propagation of pressure waves at the moment
of the rupture and at different time intervals following
the release. Furthermore, we analyze the trajectory of
the thermodynamic properties and thoroughly examine the
underlying phase transitions during the CO, leak. Lastly,
the effects of the choked flow at the leak location and the
corresponding maximum flow rate are presented.

The approach and findings outlined in this paper not
only contribute to enhancing the detection of leaks in CO,
pipelines transporting fluids like natural gas, LNG and LPG,
thus mitigating emissions of methane and other greenhouse
gases.
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Figure 1 CO, Phase Diagram.

2 MODELING OF CO,
PIPELINES

In order to achieve an accurate prediction of CO, behavior
in a pipeline, advanced mathematical models are necessary.
These models encompass various aspects of fluid flow, such
as turbulence, compressibility, phase transitions, and heat
transfer mechanisms, including conduction, convection, and
radiation. Integration of these models with empirical data and
computational fluid dynamics (CFD) simulations facilitates
the development of a comprehensive understanding of the
complex hydrodynamic and heat transfer processes prevalent
within pipeline systems.

2.1 Governing Equations of the Mathematical Model

The equations of mass, momentum and energy for one-
dimensional compressible flow in a pipeline are presented in
equations 2.1, 2.2, and 2.3 [1].
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Equation 2.2 can be rewritten using equation 2.1 into 2.4.
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Equation 2.5 was obtained after substituting equations 2.1
and 2.4 into the equation 2.3 and rearranging.

Figure 2 The pipe cross-section showing the thermal
layers.
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Using equations 2.6 and 2.7, we can rewrite the equations
2.1, 2.4 and 2.5 with pressure, temperature and mass flow rate
as the dependent variables. Equition 2.8 represents enthalpy.
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The continuity, momentum and energy equations in terms
of pressure (P), temperature (T) and mass flow rate (1) are
presented in equations 2.9, 2.10 and 2.11.
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h fluia and h., are the convection heat transfer coefficients
for the gas and the ambient air respectively. k,;,. and
Kinsulation are the thermal conductivity of the pipe wall and
the insulation layer. Figure 2 shows these layers as heat
capacitors.
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The equivalent resistance (R;) is the summation of the
series of thermal resistances and defined in equation 2.13. In
more general cases, we may have parallel resistances which
has been discussed in [5].

1 1 D, 1
R=|—" ! :
t (WDJlfzm-d +Z2ﬂ'ki n(Di_l) +7rD3hoo>

- (2.13)

The overall heat transfer coefficient can be then calculated
from the equivalent resistance U = 1/(R,A). A and U must
be consistent considering Q = UAAT. The overall heat
transfer coefficient is often nearly constant over a range of
operating conditions.

Initiating with the three conservation laws (continuity,
momentum, and energy) as well as the equation of state as
an auxiliary equation, the numerical solution for hyperbolic
partial differential equations (PDEs) can be derived as
described in [2, 3, 4]. The heat transfer model was discussed
in detail in [5] for dense phase flow in pipeline.

2.2 Fluid Properties

Typically CO, is transported in its compressible liquid and
supercritical state (also known as dense phase). The critical
point of CO, is 30.98 °C and 7.38 MPa. Figure 1 shows
the CO, phase diagram and the pipeline operating zone.
Supercritical fluid, characterized by pressures exceeding the
critical point, has a higher density than gas and lower
viscosity than liquid which allows more throughput with less
pressure drop along the pipe.

The fluid properties of the CO, pipeline depend on the
composition, temperature, and pressure. Figure 3 shows the
variation in CO, density as a function of the temperature and
pressure. Similarly, figure 4 shows the dependency of specific
heat ratio to the temperature and pressure.

An auxiliary equation of state will be coupled with the
conservational laws, calculating the fluid properties as a
function of the pressure and temperature to simulate the
transient and compressible flow.
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Figure 3 CO, density as a function of pressure and
temperature. The density values are shown on the figure.
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Figure 4 Specific heat ratio as a function of temperature
and pressure.

As we discussed in [5], to achieve the best accuracy
and minimize the computational effort from an equation
of state, the best approach especially for the dense phase
fluid in the pipeline is the correctional correlations, which
are derived from thermal properties of matter and shaped
into thermodynamics functional. This functional becomes an
auxiliary equation like a constitutive equation. The data used
for obtaining such functional are from Span and Wagner
equation of state [6].

The effectiveness of commonly used equation of states
for CO, and CO,-mixtures are a matter of discussion [7].
However, accurate calculations of the fluid properties from
any of these equation of states are possible when the fluid is
far enough from the critical condition. As the fluid passes the
critical point, the uncertainties in the calculated properties are
increased.

Temperature (C)
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Table 1 Parameters for the reduced density correlation

z |y | R? a b c d k
T. | p-| 099 | 443 | -3.79 | 0.99 | 1.78 | -439.5
P.|p.| 100 |-1.74 | 242 | 059 | 0.84 | 1792

plp,

Tr=T/T
c

Figure 5 Reduced density vs reduced temperature at P,
(dots) and the fitted curve (solid line).
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Figure 6 Reduced density vs reduced pressure at T,
(dots) and the fitted curve (solid line).

To address the discontinuities of substance properties
near the critical point, similar to the proposed method in
[5], regularization techniques are employed to determine
analytical functions relating CO, properties to their reduced
temperature and pressure.

Equations 2.14 and 2.15 represent the correlations for
reduced density and heat capacity ratio of CO,, respectively.
The parameters for these equations are presented in Table 1
and Table 2.

C
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a
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Figures 5 and 6 show the reduced density vs 7). and P,,
respectively. The heat capacity correlation for 7, and P, as
independent variables are presented in Figures 7 and 8.

Table 2 Parameters for the heat capacity ratio correlation

Ty | R | Ymas | @ b c
T.  ~ | 098 |19.97 | 0.10 | 1.21 | 0.62
P.|~v|097 | 6585|0.55 | 1.510.66

Tr=T/T
c

Figure 7 Heat capacity ratio vs reduced temperature at
P.. (dots) and the fitted curve (solid line).
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Figure 8 Heat capacity ratio vs reduced pressure at T,,
(dots) and the fitted curve (solid line).

2.3 Model Verification

In order to verify the model, a case study available in the
literature [4] has been used. The set up is 140 km pipeline
with no elevation change, transporting high-pressure CO,
with an outer diameter of 406.4 mm and wall thickness of
12.7 mm.

The boundary conditions employed by Chaczykowski were
arbitrary, however carefully selected to represent typical
condition for a real CO, transportation pipeline used for
capture and storage purposes.

The pressure at the outlet is considered to be 10 bar above
the critical pressure of 7.38 M Pa for pure CO,. This ensures
the fluid to be in its compressible or supercritical state at all
the times during the operation. The inlet temperature is 40 °C
and the ground temperature is 5 °C. The production rate in
the capture plant is variable between 40 to 100 kg/s over 24
hours, as shown in Figure 9, with the linearly increasing rate
of 0.25kg/min during the transients.

Figure 10 present the calculation of the model for the outlet
mass flow rate and inlet pressure, respectively. The results are
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Figure 9 Inlet mass flow rate versus time from [4],

applied as the boundary condition for the model.
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Figure 10 Inlet pressure (top) and outlet mass flow rate
(bottom) versus time, calculated by the model (solid blue
line) compared to results from [4] (black dots).

in agreement with those obtained in [4], therefore the model
can be used to perform the analysis and simulations in the
event of the leak.

3 FLOW CHARACTERISTICS
DURING THE LEAK

Understanding the phase transitions occurring during the
leak is crucial for designing effective leak detection systems.
Failure to do so can lead to either false alarms or the
leak going undetected [8]. In order to investigate the flow
characteristics during a leak from a CO, pipeline, the
experimental results from the depressurization of a 258 m
long pipeline with internal diameter of 233 mm is used as
presented in [9]. The pipe was equipped with 50 KW heating
tape and 50 mm thermal insulation layer.

Table 3 Description of the experimental conditions

Gaseous Dense Supercritical
Initial pressure (MPa) 3.7 9.0 8.4
Initial temperature (C) 37.5 19.9 35.7
Inventory (tons) 0.85 9.2 6.1
Ambient pressure (MPa) 100.2  100.96 101.34
Ambient temperature (C) 13.5 16.2 16.0
Depressurization time (s) 1620 9200 3300

Table 4 Measurement locations along the pipe

Distance from the orifice (m) 7.4 54.2 2374 248.6

Color on the P-T diagram Red Blue Green Purple

The leakage happened through a 15 mm orifice at the end
of the pipe, vertically discharged CO, to the ambient. The
experiments carried out for CO, at different phases including
gaseous, dense (compressible fluid) and supercritical phases.

The fluid pressure were measured at 10.4m, 54.2m,
237.4m, and 248.6m, from the leak location along the pipe.
The fluid thermocouples were installed at the top and bottom
of the pipe at each location to study the changes in the
temperature not only along the pipe length but also at the top
and bottom of the pipe cross section. More details about the
experiment set-up and conduction can be found in [9].

The experimental and environmental conditions during the
tests for different initial phases of CO, are presented in table
3.

Figures 11, 12 and 13 shows the pressure and temperature
evolutions at 4 different locations along the pipe following the
leak inception. At each location we have two P-T datasets, one
at the top (solid line) and the other at the bottom (dashed line)
of the pipe cross-section. Table 4 shows the measurement
locations along the pipe and their corresponding colors on the
P-T diagrams.

Figure 14 shows Joule-Thomson coefficient which becomes
negative for saturated liquid at temperatures below —30C.
This explains the sudden increase in the temperature when
it drops to —30C, seen in figure 12 and 13.

The leakage from the pipe full of gaseous CO,, results in
the propagation of the pressure waves to the closed end of
the pipe and back to the orifice, repeatedly, while the overall
pressure drops as well as the temperature. No phase transition
was expected for this test.

At the onset of the leak, during the test with dense phase
the pressure and temperature drop to the saturation point of
5.46 MPa and 18 C. The pressure and temperature continue
to drop while following the saturation curve for some time
before deviating from it and go through phase transition
from the liquid-vapor phase to the gaseous phase. As the
temperature and pressure decreased to below the triple point,
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Figure 11 CO, phase diagram showing pressure and
temperature during gaseous phase experiment.
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Figure 12 CO, phase diagram showing pressure and
temperature during dense phase experiment.
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Figure 13 CO, phase diagram showing pressure and
temperature during supercritical fluid experiment.
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Figure 14 Joule-Thomson coefficient for liquid (blue
line) and gas (red line).

the sublimation from gaseous phase to solid phase causes the
formation of dry ice.

During the last test with the initial phase of supercritical
fluid, first the pressure and temperature drop to the critical
point and follow the saturation curve. Subsequently the
supercritical fluid changes phase into liquid-vapor before the
deviation from the saturation curve to the gas phase.

Figures 15 and 16 show CO, T-S diagram. The reference
states are 200 K.J/Kg for enthalpy, and 1 K.J/Kg.K for
entropy at 0 °C for saturated liquid.

The phase transitions can be understood better through
following the path that the fluid goes through during the
experiments. For the test with the initial state of dense phase
(A) as shown in figure 15, the fluid rapidly reaches the
saturation state (B) and its phase changes from liquid to
gas-liquid mixture. As the pressure and temperature drop, the
fluid sustains the saturation state along the pipe. Once the
fluid reaches state (C), the top section of the pipe deviates
from the saturation curve to the fully gaseous phase, initially
at 237.4 m from the orifice, then spread to the orifice and
finally the whole pipe cross section at 237.4 m. The fluid at the
close end of the pipe follows the saturation curve to the state
(D) where the deviation from the saturation occurs. At last
the fluid at the bottom of the pipe reaches state (E), the triple
point, and changes the phase from gas-liquid mixture to solid
resulting in the formation of the dry ice at the bottom of the
pipe. The measured temperature and pressure at 7.4 m from
the orifice shows that the fluid closer to the orifice does not
deviate from the saturation curve and reaches the triple point
at which gas-liquid-solid are present and after that follows the
sublimation curve.

The corresponding temperatures and pressures for the
states A to E are presented in table 5 for both dense and
supercritical experiments.

The T-S diagram for the test with the supercritical fluid
is presented in figure 16. After the inception of the leak
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Figure 16 CO, T-S diagram during supercritical phase
experiment.

the fluid reaches the critical point from its initial state and
subsequently follows the saturation curve up until state (B).
Similar to the dense phase experiment at this point the fluid
at the top starting from 237.4 m toward the orifice changes
the phase to the gas as well as the bottom section at 237.4 m.
Next, the top section of the closed end of the pipe deviates
from the saturation curve at state (C). The fluid at bottom
section of the pipe remains as liquid-gas mixture before
reaching state (D) where the phase transition to gas occurs.
Finally the phase change to gas happens for the fluid at the
bottom section of the pipe closer to the orifice when it reaches
state (E).

Similar to Temperature-Entropy (T-S) diagram, Pressure-
Enthalpy (P-h) diagram as demonstrated in figures 17 and 18
can also help understanding the phase transition during the
leak.

50 100 150 200 250 300
Enthalpy (KJ/Kg)

Figure 17 CO, P-h diagram during dense phase
experiment.
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Figure 18 CO, P-h diagram during supercritical phase
experiment.

3.1 Leak Flow Analysis

When CO, escapes from a leak hole in a pressurized pipeline,
the jet flow structure may exhibit a phenomenon known as
a Mach disk, which occurs when the flow reaches sonic
conditions at the exit of the leak hole. it means that the flow
velocity at the exit of the nozzle reaches the speed of sound
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(cy), hence the Mach number (M), as defined in equation 3.1,
is equal to 1.

M= —
Cq 3.1

¢y =/ YRT

Equations 3.2, 3.3 and 3.4 describe the relationship
between total and static properties of the fluid flow as it
passes through a nozzle. These isentropic flow equations can
be used assuming the gas is perfect i.e. the specific heat
ratio remains constant or only slightly changed across the
temperature range. Figure 19 shows the specific heat ratio
is almost constant for temperatures below the critical point
(T < 310).

Analyzing these equations can capture how changes
in pressure, temperature, and density occur as the flow
accelerates through the nozzle, ultimately leading to choked
flow conditions when the Mach number reaches 1.

0

P, y—=1_  ,\7"!
—=|14—M 32
m = (1+257r) 62)
T, vy—1_,
o1+ 1M 33
7= (14 250r) (33)
1 i
P _ (1 n V_M2> (34
p 2

The critical pressure ratio (mg,) can be calculated from
equation 3.5 at which the flow through the nozzle becomes
choked. It signifies the maximum possible pressure ratio that
can be achieved across the nozzle for sonic conditions. When
the pressure ratio from equation 3.2 exceeds this critical
value, the flow becomes choked.
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Figure 20 Changes in leak flow rate as the pressure
drops.

Top = (7 a 1) o (3.5)

The mass flow rate through the leak hole can be calculated
using equation 3.6. The mass flow rate through the nozzle
reaches its maximum value for a given upstream condition,
when the flow is choked (M = 1). At this point, further
increases in upstream pressure will not result in an increase
in mass flow rate, as the flow is already choked.

L o Y
m—va—PMA,/—T
(36

-1 T2(v-1)

= PMA
¢ RT,

Figure 20 shows the decrease in the leak flow rate as the
pressure drops in the pipeline for the dense phase experiment.

3.2 Jet Structure

As CO2 accelerates through the leak hole and reaches sonic
conditions, a shock wave forms perpendicular to the flow
direction at the exit. This shock wave is known as the Mach
disk and marks the boundary between supersonic flow inside
the jet and subsonic flow outside the jet.

The Mach disk creates a distinctive shock structure within
the jet flow. Behind the Mach disk, the flow transitions
from supersonic to subsonic, leading to compression and
increased pressure. Ahead of the Mach disk, the flow
remains supersonic, characterized by rapid expansion and low
pressure.

The presence of the Mach disk influences the expansion
and entrainment characteristics of the CO2 jet. The rapid
expansion of the flow behind the Mach disk leads to increased
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jet width and lateral spreading. At the same time, the shock
wave enhances the entrainment of surrounding air into the jet,
intensifying turbulence and mixing.

The Mach disk shock wave interacts with ambient air,
causing compression and disturbance in the surrounding flow
field. This interaction contributes to the dispersion and lateral
spreading of the CO2 plume as it travels away from the leak
hole.

The Mach disk results in an elevated pressure gradient
behind the shock wave. This pressure gradient drives the
forward motion of the CO2 jet and influences the trajectory
and behavior of the plume.

The presence of a Mach disk may be accompanied by a
distinctive sound signature, characterized by a sudden change
in acoustic properties as the flow transitions from supersonic
to subsonic. This sound signature can aid in the detection and
localization of the leak.

4 CONCLUSION

In conclusion, this paper addresses the need for real-
time transient modeling of CO, pipelines, particularly
focusing on the challenges posed by leaks. The proposed
modeling framework offers valuable insights into the complex
phenomenon of CO, release, enhancing our understanding of
flow characteristics under various operating conditions.

The findings of this study have significant implications for
the development and implementation of robust leak detection
systems and the optimization of pipeline design for enhanced
reliability. By considering CO, flow in gas, liquid, and
supercritical states, our approach provides a comprehensive
analysis of pipeline behavior, crucial for ensuring the safety
and efficiency of pipeline operations.

Through mathematical modeling and validation using case
studies, we have demonstrated the utility of our approach in
accurately predicting CO, pipeline behavior, including phase
transitions during a leak. Furthermore, our simulations enable
the analysis of factors such as choked flow and maximum
flow rates, essential for assessing leak severity and informing
mitigation strategies.

Overall, the insights presented in this paper contribute
not only to the advancement of CO, pipeline management
but also to the broader field of fluid transportation, with
implications for mitigating emissions of greenhouse gases
and enhancing the safety and sustainability of industrial
processes.
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NOMENCLATURE

Density [Kg m—3]

Velocity [m s™!]

Pipe diameter [m]

Pipe cross-section area [m?]
mass [Kg]

mass flow rate [Kg s7!]
Pressure [Pa]

friction factor

Gravitational acceleration [m s~?2]

N - S S )

Specific internal energy[J kg=']
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h  Specific enthalpy[J kg ']
s Specific entropy[J kg 'K ~!]

T  Temperature [K]
q  Specific heat flow rate [J kg™ s7!]
k  thermal conductivity [Wm—1K~']
h  convection heat transfer coefficient [Wm—2K~!]
U  Overall heat transfer coefficient [Wm™2K 1]
R, Thermal resistance [W K]
z  Distance along the pipe [m]
Time [s]
«  Pipe inclination angle
R Universal gas constant [J mol~! K]
~v  Heat capacity ratio cp/cy

cp Specific heat at constant pressure [ [J kg~ K]
¢y Specific heat at constant volume [ [J kg~ K™!]
M Mach number v/c,

¢,  Sonic velocity [m s™!]
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